Demography of the Yellowstone Grizzly Bears

Craig M. Pease; David J. Mattson

Ecology, Vol. 80, No. 3 (Apr., 1999), 957-975.

Stable URL:
http://links jstor.org/sici?sici=0012-9658%28199904%2980%3 A3%3C957%3ADOTY GB%3E2.0.CO%3B2-B

Ecology is currently published by The Ecological Society of America.

Your use of the JSTOR archive indicates your acceptance of JSTOR’s Terms and Conditions of Use, available at
http://www.jstor.org/about/terms.html. JSTOR’s Terms and Conditions of Use provides, in part, that unless you
have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and
you may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at
http://www jstor.org/journals/esa.html.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or
printed page of such transmission.

JSTOR is an independent not-for-profit organization dedicated to creating and preserving a digital archive of
scholarly journals. For more information regarding JSTOR, please contact support@jstor.org.

http://www.jstor.org/
Fri Aug 5 18:59:44 2005



Ecology, 80(3), 1999, pp. 957-975
© 1999 by the Ecological Society of America

DEMOGRAPHY OF THE YELLOWSTONE GRIZZLY BEARS

CRAIG M. PEASE!? AND DAVID J. MATTSON?

'Department of Zoology, University of Texas, Austin, Texas 78712 USA

2U.S. Geological Survey, Forest and Rangeland Ecosystem Science Center, Department of Fish and Wildlife Resources,

University of Idaho, Moscow, Idaho 83843 USA

Abstract. 'We undertook a demographic analysis of the Yellowstone grizzly bears (Ur-
sus arctos) to identify critical environmental factors controlling grizzly bear vital rates,
and thereby to help evaluate the effectiveness of past management and to identify future
conservation issues. We concluded that, within the limits of uncertainty implied by the
available data and our methods of data analysis, the size of the Yellowstone grizzly bear
population changed little from 1975 to 1995. We found that grizzly bear mortality rates
are about double in years when the whitebark pine crop fails than in mast years, and that
the population probably declines when the crop fails and increases in mast years. Our model
suggests that natural variation in whitebark pine crop size over the last two decades explains
more of the perceived fluctuations in Yellowstone grizzly population size than do other
variables.

Our analysis used demographic data from 202 radio-telemetered bears followed between
1975 and 1992 and accounted for whitebark pine (Pinus albicaulis) crop failures during
1993-1995. We used a maximum likelihood method to estimate demographic parameters
and used the Akaike Information Criteria to judge the significance of various independent
variables. We identified no independent variables correlated with grizzly bear fecundity. In
order of importance, we found that grizzly bear mortality rates are correlated with season,
whitebark pine crop size (mast vs. nonmast year), sex, management-trapping status (never
management-trapped vs. mangement-trapped once or more), and age. The mortality rate of
bears that were management-trapped at least once was almost double that of bears that
were never management-trapped, implying a source/sink (i.e., never management-trapped/
management-trapped) structure. The rate at which bears move between the source and sink,
estimated as the management-trapping rate (h), is critical to estimating the finite rate of
increase, A. We quantified & by estimating the rate at which bears that have never been
management-trapped are management-trapped for the first time. It differed across seasons,
was higher in nonmast than mast years, and varied with age. We calculate that A = 1.00
from 1975 to 1983 (four mast and five nonmast years) and 1.02 from 1984 to 1995 (seven
mast and five nonmast years). Overall, we find that A = 1.01 = 0.04 (mean * 1 SE) from
1975 to 1995.

Our models suggest that future management should concentrate on the threats to white-
bark pine, such as those posed by white pine blister rust, global warming, and fire sup-
pression. As is currently widely recognized by Yellowstone land managers, our model also
suggests that future management must compensate for the increased grizzly bear mortality
that is likely to be caused by an increasing number of humans in Yellowstone.

Key words: Akaike information criterion; behavior, conditioning to humans; conservation; de-
mography; generalized Leslie matrix; grizzly bear; maximum likelihood; radiotelemetry; source—sink;
Ursus arctos; whitebark pine.

INTRODUCTION

Management of grizzly bears (Ursus arctos) native
to the Yellowstone ecosystem of Wyoming, Montana,
and Idaho revolves around several obvious yet difficult
questions. Are there more or fewer grizzly bears now
than there were over two decades ago when this pop-
ulation was first protected under the U.S. Endangered
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Species Act? Are different bears subject to different
mortality risks? What should future grizzly bear man-
agement focus on?

Although the demography of Yellowstone’s grizzly
bears has been intensively studied (Cowan et al. 1974,
Craighead et al. 1974, Shaffer 1978, Knight and Eber-
hardt 1984, 1985, Suchy et al. 1985, Dennis et al. 1991,
Eberhardt et al. 1994, Foley 1994, Boyce 1995, Eber-
hardt 1995, Knight et al. 1995), controversies remain
(Shaffer 1992, Mattson and Craighead 1994, Boyce
1995). For the most part, these disputes arise not from
different scientists choosing to rely on different data
sets and finding them in conflict, but rather from dif-
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ferent scientists relying on different assumptions when
analyzing essentially the same data. Our present anal-
ysis uses these same data, makes its own assumptions
(some novel and some not), incorporates previous anal-
yses as special cases, and endeavors to explain how
and why our results differ from those of previous stud-
ies.

Our analysis capitalizes both on earlier Yellowstone
grizzly bear demographic research and on previous
studies of grizzly bear behavior. Because humans have
directly caused 70-90% of known grizzly bear deaths
in the Yellowstone ecosystem since the 1970s (Mattson
et al. 1996b, Mattson 1998), factors that influence the
rates at which humans encounter and kill bears are pre-
eminently important, not only in informing manage-
ment but also in explaining heterogeneity in grizzly
bear mortality rates. Previous work identified season,
size of whitebark pine seed crop, and the habituation
of bears to humans as important factors mediating hu-
man-bear interactions and affecting grizzly bear death
rates (Mattson et al. 1991b, 1992, Blanchard and
Knight 1995, Mattson 1998). However, most previous
work did not involve direct estimates of the effect of
these factors on the grizzly bear mortality rate itself.
It instead computed relative, rather than absolute, mor-
tality risks, or measured the effects of these variables
on indirect surrogates of mortality, such as propensity
to forage near roads.

The present analysis was motivated by these insights
and several other issues. First, several large sampling
biases contaminate the available demographic data
from radiotelemetered bears (Eberhardt et al. 1994,
Eberhardt 1995). Many of these biases have been pre-
viously identified and some have been accounted for.
However, no existing analysis accounts for all known
potentially significant sampling biases. Second, pre-
vious analyses rely on subsets of the available data and
on conventional independent variables such as sex and
age, rather than undertaking a systematic analysis of
all available data and considering a wider class of po-
tentially useful and conceptually relevant independent
variables such as whitebark pine seed crop size and
season. Last, although some previous analyses distin-
guish between bears that have never been management-
trapped and those that have (Mattson et al. 1992, Boyce
1995, Eberhardt 1995), no analysis has considered an
explicit source—sink demographic model of a popula-
tion containing two coexisting behavioral types (never
management-trapped/management-trapped at least
once), or has estimated the rate at which bears move
from the source to the sink (which we quantify using
the management-trapping rate).

METHODS
Data

From 1975 to 1992, 202 grizzly bears were radiote-
lemetered in the Yellowstone ecosystem. Knight et al.
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(1976), Blanchard (1985), and Knight and Eberhardt
(1985) describe the procedures used to trap and handle
bears and relocate radio-collared individuals during ae-
rial overflights. Appendix A describes the four raw data
sets containing demographic information gathered
from these radiotelemetered bears. Some of these data
were placed in the public domain in response to re-
quests filed under the U.S. Freedom of Information Act.

We derived from the raw data, and included in our
summary files, every date that an uncollared bear was
trapped and fitted with a radio collar, the date of every
relocation of each radio-collared bear (from Flight re-
ports; see Appendix A), and the event that ended each
such monitoring sequence. A monitoring sequence end-
ed either when a bear died while wearing an active
radio collar or when a live bear dropped its radio collar.
We define collar drop broadly to include not only col-
lars physically dropped but also those that became in-
active for any reason. The summary files also list each
bear’s sex and year of birth and, for each relocation,
whether it was visual or by radio signal only. The files
also list the first date each bear was management-
trapped, if any. On each date that a mature female was
visually relocated, the summary files list the number
of cubs (whether collared or not) seen accompanying
her. Throughout, we use the term ‘“‘cubs’ narrowly, to
mean cubs-of-the-year.

While constructing the input computer files, we iden-
tified various ambiguities and inconsistencies in the
raw data. As detailed in Appendix A, we either resolved
these problems or, in fewer cases, explicitly decided
that they could not be resolved.

Parameter estimation

Sampling problems and bias.—Several major prob-
lems affect the Yellowstone grizzly bear demographic
data obtained from radiotelemetered individuals.

1) Grizzly bear mortality rates are elevated in some
seasons and years as compared to others (e.g., in the
fall as compared to the winter, and in whitebark pine
nonmast years as compared to mast years), and for
some bear classes as compared to others (e.g., subadult
males as compared to adult females, and for manage-
ment-trapped bears as compared to those never man-
agement-trapped; Mattson et al. 1992). The potential
for bias arises because relatively more data were ob-
tained for certain seasons, years, and bear classes than
others, implying that some were oversampled and oth-
ers undersampled. This bias, if uncorrected, will cause
mortality estimates to be biased high if high-mortality
seasons, years, and bear classes were oversampled, and
biased low in the opposite situation. Oversampling can
occur because relatively more bears had an active radio
collar during some seasons and years (because of vari-
ation in trapping intensity across seasons and years),
or because certain bear classes were relatively more or
less likely to be trapped and fitted with a radio collar.

2) Some cubs died between emergence from the den
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TABLE 1. Model dependent variables. All females =4 yr old
are assumed to be sexually mature.

Variable Definition
Demographic parameters
d Instantaneous mortality rate (per day)
ag Probability of no reproduction (dimensionless)
(@ =1-a —a — ay)
a, Probability of a one-cub litter (dimensionless)
a, Probability of a two-cub litter (dimensionless)
a, Probability of a three-cub litter (dimensionless)
h Instantaneous management-trapping rate (per day)

Sampling bias and sampling process parameters

Instantaneous collar drop rate (per day)
Instantaneous relocation rate (per day)
Sighting probability (dimensionless)
Cub sighting probability (dimensionless)

[o =T T oY

and when their mother was first seen, and not all cubs
were seen each time that their radio-collared mother
was. If uncorrected, these biases cause fecundity es-
timates to be biased low.

3) The available data often did not provide the exact
date of death or collar drop. Instead, the date of death
or collar drop was known only to be between the dates
of the penultimate and last relocations.

4) To compute a mortality rate, all analyses essen-
tially divide the total number of deaths of bears with
an active radio-collar by the total number of days these
bears were monitored. In considering bears that lost
their radio collar and were subsequently recollared and
again monitored, some previous analyses incorrectly
include the time between collar drop and recollaring
in the denominator of the mortality estimator (Knight
and Eberhardt 1985, Eberhardt et al. 1994; but see
Eberhardt 1995 and Hovey and McLellan 1996). If un-
corrected, this will cause the mortality rate to be biased
low (Hovey and McLellan 1996).

Of these biases and problems, previous analyses ac-
counted for the first three incompletely or not at all.
We use the the model discussed next to quantify both
grizzly bear demography and these sampling processes
that affect the data that we analyze. In this way, we
address these four sampling problems and biases.

Dependent variables.—Our model contains five de-
pendent variables describing grizzly bear demography
(Table 1). These are the mortality (d) and management-
trapping (k) rates and the annual probabilities of an
adult (=4 yr old) female giving birth to a one-, two-,
or three-cub litter (a,, a,, and a,, respectively).

The model also contains four dependent variables
describing sampling biases and sampling processes.
These dependent variables are the collar drop rate (c)
and relocation (r) rates, the probability of seeing a ra-
dio-collared bear when it is relocated (s; henceforth
“sighting probability’’), and the probability of seeing
a cub that is accompanying its collared mother, given
that its mother was relocated and seen (g; henceforth
“‘cub sighting probability’’). These are not of biological
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interest themselves. The variables r and ¢ are needed
to estimate how sampling intensity changes across time
and bear classes, allowing us to account for the sam-
pling bias in the demographic variables (problem 1 in
the preceding section). They are also needed to over-
come the difficulty of uncertainty in the dates of death
and collar drop (problem 3). The variable g allows us
to account for the fecundity bias (problem 2). None of
the demographic parameters depends on s. We estimate
it to quantify heterogeneity across seasons and bear
classes in sightability, a question of some current de-
bate (Mattson 1997a).

Independent variables.—Each of the nine dependent
variables is, potentially, a function of any or all in-
dependent variables. Indeed, the goal of the parameter
estimation procedure described next is to determine,
for each dependent variable, which independent vari-
ables have a statistically significant effect on it.

The independent variables that we consider (see Ta-
ble 2) include sex, age (Age-1, Age-2, and Age-3),
whether a bear has ever been management-trapped
(Mgt), whitebark pine mast year status (Wbp-1, Wbp-2,
Whbp-3), time period (before or after 1983), and season
(Season-2, Season-3, and Season-4). Throughout, our
notation suppresses the functional dependence of the
dependent variables on the independent variables.

We scored age as three categorical variables that al-
lowed us to isolate differences attributable to cubs (0
yr old), subadults (1-3 yr old) and senescent adults
(=13 yr old; Table 2). We classified each year as a
whitebark pine mast or nonmast year, based on the
frequency of pine seed in feces and evidence of use of
pine seed at feeding sites associated with locations of

TABLE 2. Model independent variables.

Variable States

Sex state 0: male; state 1: female.
Age-1 state 0: O yr old; state 1: =1 yr old
Age-2 state 0: 0-3 yr old; state 1: =4 yr old
Age-3 state 0: 0—12 yr old; state 1: =13 yr old
Mgt state 0: no management-trappings;

state 1: one or more management-trappings
Season-2 state 0: January—May;

state 1: June-December
Season-3 state 0: November—April;

state 1: May-July;

state 2: August—October
Season-4 state 0: December—February;

state 1: March—May;
state 2: June—August;
state 3: September—-November

Time period state 0: 1975-1982; state 1: 1983-1992

Whbp-1 state 0: nonmast year; state 1: mast yeart

Wbp-2 state O: previous year was a mast year;
state 1: previous year was a nonmast year

Wbp-3 state 0: 2 or more of 3 preceding years

were nonmast years;
state 1: 2 or more of 3 previous years
were mast years

t Mast years: 1976, 1978-1980, 1985-1987, 1989-1992.
Nonmast years: 1975, 1977, 1981-1984, 1988.
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radio-marked bears. Our definition of a mast year cor-
responds roughly, but not precisely, to a year when
>20 cones per tree, on average, were counted in per-
manent transects across the Yellowstone ecosystem.
There was potential for error in this classification, in
that there is considerable spatial heterogeneity in
whitebark pine production not accounted for by average
ecosystem production data. We included time period
in our analysis to investigate Eberhardt’s (1995) hy-
pothesis that grizzly bear management activities dif-
fered enough before and after 1983 to warrant separate
analyses of data over these two time periods.

Previous analyses of Yellowstone grizzly demogra-
phy have not accounted for variation across the seasons
in grizzly mortality or in other dependent variables. We
accomplished this using independent variables that di-
vide the months of the year into two, three, or four
states (Season-2, Season-3, and Season-4, respective-
ly). Each season variable corresponds to known dif-
ferences among months in food availability, grizzly
bear physiology, grizzly bear behavior, and/or human
sampling effort. Specifically, the states of the Season-2
independent variables correspond to the period of hi-
bernation (ending when the last age/reproductive class-
es emerge) vs. the remainder of the year; the states of
Season-3 correspond to the main hibernation exclusive
of late denning classes, active-season hypophagia (the
period of little feeding activity) and hyperphagia (the
period of heightened feeding activity); and the states
of Season-4 correspond to the core period of hiber-
nation, the period of foraging on ungulate carcasses
(including hibernation of females with cubs of the
year), the hiatus between carcass and pine seed avail-
ability, and the period of foraging on pine seeds (Table
2; see Judd et al. 1986).

Different seasonal variables were used to model the
various dependent variables. The decisions were based
primarily, but not entirely, on the amount of data avail-
able; the more data, the more seasons we considered.
We used Season-2 to model g, primarily because of the
paucity of data available. We used Season-3 for d, h,
and ¢ because relatively more data were available, and
because Season-3 emphasizes known seasonal varia-
tion in levels of grizzly bear activity. Season-4 was
used for r and s because even more data were available.
Moreover, Season-4 should capture variation across the
months in human effort expended in relocating radio-
collared bears. This said, the season variables are some-
what arbitrary. We will discuss this in a more general
context when we consider the inherently arbitrary na-
ture of deciding what independent variables to include,
or exclude, from an analysis.

The Individual Grizzly Bear Histories and Annual
Reports of the Interagency Grizzly Bear Study Team
databases (see Appendix A) explicitly distinguish be-
tween trappings done for management and research
purposes. In our analysis, the management-trapping
status independent variable (Mgt) has only two states.
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On any given date, each bear has either never been
management-trapped, or has been management-trapped
at least once.

Nearly all of the management-trapping events that
we identified were based on information in the Indi-
vidual Grizzly Bear Histories or Annual Reports da-
tabases (see Appendix A). We scored any trapping list-
ed in either of these two data sets as being for man-
agement purposes as a management trapping. These
two databases were compiled well before our analysis
commenced, and were the primary sources that we re-
lied on in scoring management-trapping status. In ad-
dition, we also scored any trapping that satisfied one
or more of the following criteria as being for manage-
ment purposes: (1) the bear was transported after being
trapped; (2) the Annual Reports indicate that the bear
was euthanized after being trapped; (3) the trapping
occurred in the following areas that have high human
densities or are otherwise known to attract human-ha-
bituated bears: Big Springs, Idaho, Blanding Ranger
Station, Brook Creek Lodge, Canyon development,
Cooke City, Mikloich residence, Gardiner, Lake de-
velopment, Madison Fork Ranch, Madison Junction,
Pahaska, Rainbow Point, Sawtell Estates, Shoshone
Lodge, Terpin Meadow, Tressell Ranch, or West Yel-
lowstone.

Later in the paper, we show how the management-
trapping status independent variable leads one to con-
clude that this population has a source—sink population
structure. In the model to be presented, the source will
consist of those bears never management-trapped, and
the sink will consist of those management-trapped at
least once. To fully specify this source—sink model, we
made some assumptions about the inheritance of man-
agement-trapping status. In this regard, any cub born
to a sow after she was management-trapped was scored
as having one management-trapping at birth (Herrero
1985, Meagher and Fowler 1989). This is tantamount
to assuming that the management-trapping status vari-
able has perfect maternal inheritance.

We assume no density dependence. The independent
variables that we include are easily and unambiguously
scored. By contrast, allowing density-dependent mor-
tality and fecundity would require including population
density as an independent variable. The ‘‘unduplicated
females with cubs of the year’’ measure used by Boyce
(1995) and Knight et al. (1995) to quantify population
size is subject to several large sampling biases (USFWS
1993, Craighead et al. 1995, Mattson 1997a). More-
over, although there are compelling theoretical reasons
to believe that mortality and/or natality rates are nec-
essarily density dependent, this has been difficult to
actually demonstrate in bear populations (Taylor 1994,
Craighead et al. 1995).

Simultaneous risk model.—The parameters that we
estimated describe how the nine dependent variables
(rates or probabilities) change as a function of inde-
pendent variables (season, age, etc.). We estimated a
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base value for each dependent variable, giving its value
when all independent variables included in the model
were in state 0. (In this context, ‘‘category” and
“class” are synonyms for ‘‘state.’’) For each dependent
variable, we estimated additional parameters describ-
ing the extent to which its base value is modified when
a particular independent variable is in a state other than
0. As described in Appendix B, the terms modifying
the base value combine multiplicatively to determine
the dependent variable value. Our analysis assumes that
each radio-collared bear is simultaneously subject to
risks of mortality (d), management-trapping (h), collar
drop (c¢), and relocation (7).

Maximum likelihood parameter estimation.—Fol-
lowing Heisey and Fuller (1985) and Pollock et al.
(1989), we used a maximum likelihood approach to
estimating demographic parameters from this radiote-
lemetry data set (Appendix B). Each model that we
considered has a number of parameters whose numer-
ical values are initially unknown. The maximum like-
lihood procedure starts with guesses at the value of
these unknown parameters; our computer program then
determines the probability of each datum (or more pre-
cisely, transition; Appendix B) contained in the actual
data set, given the assumed numerical value of the mod-
el parameters. The numerical value of one or more
model parameters is then changed slightly, and the pro-
cess is repeated until the program converges on a set
of numerical parameter values that maximize the over-
all probability of observing the series of transitions
contained in the actual data. We used the downhill sim-
plex method of Nelder and Mead (1965; see Press et
al. 1992) to do this maximization.

Using AIC to choose among alternative models.—
The most general model that could be described using
the dependent and independent variables in Tables 1
and 2 has a huge number of parameters, well beyond
the capability of computers available to us. Conse-
quently, we started by investigating reduced models.
These models differed from one another in the as-
sumptions that they made concerning exactly which
independent variables affected each dependent vari-
able. We used the Akaike information criterion (AIC;
Akaike 1973, Burnham and Anderson 1992, Lebreton
et al. 1992, Burnham et al. 1995) to compare the fit to
the data provided by alternative models. AIC is simply
twice the sum of the negative of the log of the likeli-
hood value plus the number of parameters that the mod-
el contains. We continued to iteratively add and delete
independent variables (and hence, parameters) until
this procedure arrived at a model that was locally sta-
ble. In other words, when we added or deleted each
independent variable affecting each dependent vari-
able, one at a time, we obtained an AIC value higher
than that of the best model.

The difference between the AIC value of the best
model and of an alternative model obtained by adding
or deleting a particular independent variable is a rea-
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sonable measure of the relative importance of that in-
dependent variable. Using an obvious notation, we de-
fine A = AIC,, — AICg.,. We further distinguish be-
tween values of A obtained by deleting an independent
variable from our best model (A_) and those obtained
by adding an independent variable to it (A). By def-
inition, all independent variables included in the best
model have positive values of A_, and all those omitted
have positive values of A,. Large values of A_ indicate
independent variables that have a major effect. Values
of A_ and A, near O indicate independent variables
whose effects are moderate. Large values of A, indicate
independent variables whose effect is trivial.

Our parameter estimation procedure involved two
levels of optimization. First, we specified a model by
stating which independent variables did and did not
influence each dependent variable, and determined the
numerical values of this model’s parameters by max-
imizing the likelihood function. Second, we compared
models by minimizing the AIC.

Finite rate of increase

The finite rate of increase, A, gives the annual per-
centage change in population size. In organizing its
calculation, we account for some subtle but critical
differences in the effects of sex, age, management-trap-
ping status, season, and whitebark pine seed crop size
on grizzly mortality and fecundity. For each indepen-
dent variable, we specify if and how bears move be-
tween its states.

Obviously, because bears do not change sex, they
never move between states 0 and 1 of the independent
variable Sex. By contrast, individuals move from one
age class to the next at a fixed constant rate; in a year’s
time, each bear ages by exactly 1 yr. Bears also move
from never management-trapped to management-
trapped status, although not at a fixed rate. The seasons
follow one another in the same fixed sequence, whereas
mast and nonmast years appear in an unpredictable
sequence.

In simple age-structured demographic models, there
is no need to empirically estimate the rate at which
individuals move between age classes, as this is known
a priori. By contrast, because our analysis classified
individuals by management-trapping status, to estimate
the elements of our transition matrix, we first estimated
the rate at which bears move from the non-manage-
ment-trapped to the management-trapped subpopula-
tions. This is simply the rate at which bears with no
management-trapping events acquired their first man-
agement-trapping, a quantity that we estimated from
the available data. This rate and an emigration prob-
ability estimated from mark-recapture data are anal-
ogous, in that both describe movement of individuals
between subpopulations (Arnson 1972, Hestbeck et al.
1991, Spendlow et at. 1995).

Generalized Leslie matrix.—We accounted for the
diverse effects of these independent variables on griz-
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zly bear mortality and fecundity using a generalized
Leslie matrix (Goodman 1969, Land and Rogers 1982).
In contrast to a standard Leslie matrix, which classifies
individuals according to age alone, this generalized
Leslie matrix simultaneously classified individuals ac-
cording to both age and management-trapping status.
There are five age states (0, 1, 2, 3, and =4 yr) and
two management-trapping states (management-trapped
or not), so the population vector associated with this
matrix has 5 X 2 = 10 elements. The generalized Leslie
matrix has 10 X 10 = 100 elements. It contains four
submatrices (Appendix C). The two diagonal subma-
trices correspond to the Leslie matrices for the non-
management-trapped and management-trapped sub-
populations, whereas the two off-diagonal submatrices
quantify movement between the two subpopulations.

Each element in this matrix is the annual transition
probability from one (age, management-trapping) pair
to another. Many of these annual transition probabili-
ties are 0, because certain transitions are prohibited. In
particular, the entire upper right submatrix is entirely
zeros, because the nature of the Mgt independent vari-
able that we employ implies that no management-
trapped bears ever become non-management-trapped,
and because we assume that management-trapped sows
produce only management-trapped offspring.

The elements of these generalized Leslie matrices
are calculated from the demographic parameters esti-
mated from the likelihood model (Table 3), using the
procedures in Appendix C. Most matrix elements are
computed using both the management-trapping (k) and
mortality (d) rates (Appendix C). Some also involve
fecundity (a,, a,, and a;). These calculations account
for sex in the usual manner, by using only female vital
rates (Caswell 1989). They account for seasonal vari-
ation in the vital rates by breaking each annual tran-
sition probability into several pieces, corresponding to
various seasons, and then reconstructing it from its
seasonal parts. To account for the large differences in
grizzly bear vital rates between whitebark pine mast
and nonmast years, we derived a separate generalized
Leslie matrix for each. Our overall estimate of A is the
appropriate geometric average of the lead eigenvalues
of these two generalized Leslie matrices.

Uncertainty in A

We used three methods to quantify uncertainty in
. First, using methods described in Appendix C, we
estimated the standard error of A. Second, some errors
in the A that we report arise not from sampling error
per se, but from somewhat arbitrary decisions that we
made. For example, we were unable to distinguish be-
tween collar loss and death in a few cases (Appendix
A). Our best model assumes that these were all collar
drops; however, we also estimated A under the as-
sumption that they were all deaths. The Results report
on the A estimated under this and several other alter-
native models.
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Third, no analysis can consider all possible inde-
pendent variables. Future analyses of this population’s
demography will undoubtedly focus on a somewhat
different set of independent variables than we have,
just as several independent variables that appeared to
us to be important, but that had not been included pre-
viously, were important in motivating the present study.
We do not consider spatial variables or interaction
terms, for example, nor have we considered all ways
in which the months of the year could be grouped (sea-
son variables). Thus, the independent variables that we
investigated are a sample from a larger universe of
independent variables that might conceivably be in-
cluded in a Yellowstone grizzly bear demographic anal-
ysis.

We used a generalized jackknife procedure to in-
vestigate uncertainty introduced by using a limited sub-
set of independent variables. In particular, we deleted
each independent variable from our best model, one
independent variable at a time, and recomputed \. This
is analogous to a standard jackknife that sequentially
deletes each datum from the actual data set and then
recomputes parameter estimates.

We carried out this procedure separately on the de-
mographic and the sampling independent variables. In
particular, we computed A for each model obtained by
deleting a single significant independent variable from
one of the demographic dependent variables (d, h, a|,
a,, a;). We then computed the sample standard devia-
tion among the values of A estimated from these re-
duced models and denoted it by SEq,,. We repeated this
procedure for the sampling dependent variables (c, r,
and g, but not s, because the demographic parameters
that we estimated are completely independent of it).
We denoted the sample standard deviation among the
A\ obtained from these reduced models by SEqe)-

SEgm) and SEqs, quantify a null case of randomly
sampling the space of all conceivable independent vari-
ables. In practice, decisions about what variables to
include and exclude from an analysis are very much
art, and, one hopes, not random. It is useful to calculate
SEq and SEqs, because this forces one to explicitly
acknowledge that any analysis of Yellowstone grizzly
bear demography necessarily must sample from the
space of all conceivable independent variables. We do
not claim that past or future researchers have sampled,
or will sample, this space randomly. But sample it they
must. Null models are often useful, not because they
are fully accurate, but because they force one to be
more precise in quantifying and explicating sampling
issues.

RESULTS

Our best model contains 43 parameters (Table 3).
This includes seven parameters describing the mortal-
ity rate (d), three for fecundity (a,, a,, a;), seven for
the management-trapping rate (k), five for the collar
drop rate (c), nine for the relocation rate (), eight for
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TaBLE 3. Grizzly bear demography parameter estimates, with additional parameter estimates describing sampling biases

and processes.

Dependent variable
interpretation

Exponentt = 1 SE

Multiplier} = 1 SE

Mortality rate (d)

Base rate (all in state 0) -9.1
Females§ (Sex state 1) —0.56
Yearlings and older (Age-1 state 1) —0.14
Management-trapped (Mgt state 1) 0.63
Summer (Season-3 state 1) 2.1
Autumn (Season-3 state 2) 2.9
Mast years (Wbp-1 state 1) —0.48
Probability of a 1-cub litter (a,) -3.3
Probability of a 2-cub litter (a,) -1.9
Probability of a 3-cub litter (a;) -1.7
Management-trapping rate (/)
Base rate (all in state 0) —-10.0
Yearlings and older (Age-1 state 1) -1.0
Adults (Age-2 state 1) -0.50
Management-trapped (Mgt state 1) 2.1
Summer (Season-3 state 1) 3.0
Autumn (Season-3 state 2) 4.0
Mast years (Wbp-1 state 1) —-0.86
Collar drop rate (c)
Base rate (all in state 0) —=7.2
Females (Sex state 1) -0.43
Summer (Season-3 state 1) 1.4
Autumn (Season-3 state 2) 1.3
After 1983 (Time Period state 1) 0.26
Relocation rate (r)
Base rate (all in state 0) —4.412
Females (Sex state 1) 0.26
Adults (Age-2 state 1) 0.05
Management-trapped (Mgt state 1) 0.16
Spring (Season-4 state 1) 1.69
Summer (Season-4 state 2) 2.39
Autumn (Season-4 state 3) 2.09
After 1983 (Time Period state 1) —0.58
Mast years (Wbp-1 state 1) 0.11
Sighting probability (s)
Base probability (all in state 0) —3.88
Females (Sex state 1) 0.16
Oldtimers (Age-3 state 1) 0.28
Management-trapped (Mgt state 1) 0.18
Spring (Season-4 state 1) 1.61
Summer (Season-4 state 2) 1.44
Autumn (Season-4 state 3) 1.02
After 1983 (Time Period state 1) 0.14
Cub sighting probability (g)
Base probability (all in state 0) —-0.29
Management-trapped (Mgt state 1) -0.30
Summer and later (Season-2 state 1) 0.11
After 1983 (Time Period state 1) 0.12

I+ 14 1+ 4+

R N e R P N F R P R P E F RN

I+ 1+ 1+ 1+ 1+ 1+ 1+ 1+

I+ 1+ 1+ 1+

0.1 0.00012 d-! % 0.00001
0.2 0.57 = 0.09
0.1 0.87 = 0.09
0.1 1.9 =03
0.2 85 x2

0.1 18 =2

0.1 0.62 = 0.09
0.6 0.04 = 0.02
0.2 0.16 = 0.04
0.2 0.19 = 0.04
0.1 0.000045 d-' = 0.000004
0.1 0.37 = 0.04
0.1 0.61 = 0.08
0.1 85 * 09
0.2 20 = 4

0.1 52 £6

0.2 0.42 = 0.07
0.06 0.00077 d-' = 0.00005
0.09 0.65 = 0.06
0.1 4.0 =04
0.1 3.8 04
0.07 1.3 £ 0.1
0.009 0.0121 d-' = 0.0001
0.01 0.77 = 0.02
0.01 1.05 = 0.01
0.01 1.17 £ 0.02
0.02 5.4 = 0.1
0.01 109 = 0.2
0.02 8.1 = 0.1
0.01 0.561 = 0.007
0.01 1.12 = 0.01
0.03 0.0206 = 0.0006
0.04 1.17 £ 0.05
0.07 1.33 = 0.09
0.04 1.20 = 0.05
0.06 50 %03
0.05 42+ 0.2
0.06 2.8 £0.2
0.04 1.15 £ 0.05
0.02 0.75 = 0.01
0.09 0.74 = 0.07
0.02 1.12 = 0.02
0.02 1.13 = 0.02

+ This is k,, or v,,;; see Appendix B.

1 This is ek or e*s of Appendix B. As discussed in Appendix B and the text, these values combine multiplicatively to

determine the rate or probability value.
§ Applies only to yearlings and older; see Appendix B.

the sighting probability (s), and four for the cub sight-
ing probability (g).

Using the data in Table 3, one can reconstruct the
value of any dependent variable. For example, the
sighting probability of a management-trapped female
in the autumn of 1980 is 0.08, computed as the base
probability (0.0206), multiplied by the modifier terms
for females (1.17), management-trapping (1.20), and
autumn (2.8). The base probability is not multiplied by
the time period modifier, because this independent vari-

able is in its ground state in 1980 (Table 2). As a second
example, the management-trapping rate of a sexually
mature, wary female during the autumn of a whitebark
pine mast year is (0.000045)(0.37)(0.61)(52)(0.42) =
0.00022 female/d. On average, it would take 1/0.00022
= 4545 d, or ~12 yr, before this bear was management-
trapped for the first time, assuming that it did not die
beforehand and that the mortality rate of a mast-year
autumn applied to this entire 12-yr period.

Because the 202 bears in our analysis are a sample
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of the entire population, there is uncertainty in the es-
timated parameter values presented in Table 3. We
quantify this uncertainty by presenting the SE (standard
error) of each parameter. Importantly, SE is not a mea-
sure of the temporal variation in any parameter due,
for example, to environmental stochasticity. It is a mea-
sure of the uncertainty in the parameter that arises from
the parameter being estimated from a finite sample
(Pease and Fowler 1997). By contrast, the different
mortality rates estimated for mast and nonmast years
are an estimate of environmental stochasticity.

Demographic parameter estimates.—Grizzly bear
mortality rate (d) varies significantly as a function of
Season-3 (A_ = 57), management-trapping status (Mgt,
A_ = 4.6), Sex (A_ = 4.3), and whitebark pine crop
size (WBP-1, A_ = 1.8). We find no effect of Age-2
(A, = 0.7), Time period (A, = 1.8), or Age-3 (A, =
2.0). The effect of season on mortality, as quantified
by its A_ value, is an order of magnitude larger than
the effect of any of the other independent variables.
This is also true for the effect of season on other de-
pendent variables.

The management-trapping rate () varies with Sea-
son-3 (A_ = 103), management-trapping status (Mgt,
A_ = 52), whitebark pine crop size (WBP-1, A_ = 11),
Age-1 (A_ = 3.1), and Age-2 (A_. = 2.5). It is not a
function of Time Period (A, = 1.0), Sex (A, = 1.2),
or Age-3 (A, = 2.0). Previous analyses have not es-
timated the management-trapping rate.

Fecundity (a,, a,, and a,) is not affected by current-
year whitebark pine crop size (WBP-1, A, = 1.2), Time
period (A, = 3.0), prior year whitebark pine crop sizes
(WBP-2, A, = 5.7, WBP-3, A, = 5.1), the mother’s
management-trapping status (Mgt, A, = 4.1), or her
age (Age-3 A, = 5.7).

Our model parameterizes fecundity using the annual
probabilities of producing a litter of various sizes,
whereas most analyses of large-mammal demography
parameterize it using age at first reproduction, mean
litter size, and interbirth interval. Although we need
not explicitly compute these later three quantities to
compute X, doing so facilitates comparison with other
studies and expresses our results in an intuitively un-
derstandable way. We estimate that a fraction (0.04 +
0.16 + 0.19 = 0.39) of the females give birth each
year. Because our model implicitly assumes a geo-
metric distribution of interbirth intervals, the mean in-
terbirth interval is 3, 0.39i(1 — 0.39)""! = 2.6 yr. Our
estimate of mean litter size at den emergence on 15
April is (0.04 + 2 X 0.16 + 3 X 0.19)/0.39, or 2.4
cubs. Our analysis assumes that age at sexual maturity
is 4 yr, and we estimate that mean age of first repro-
duction is 0.39 32, (i + 4)(1 — 0.39)/, or 5.6 yr. We
assume a 1:1 primary sex ratio.

Sampling parameter estimates.—The collar drop rate
is influenced by Season-3 (A_ = 57), Sex (A_ = 6.5),
and Time period (A_ = 1.2), but not by whitebark pine
crop size (WBP-1, A, = 0.3), management-trapping
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status (Mgt, A, = 1.8), or age (Age-1, A, = 2.0; Age-2,
A, = 0.6; Age-3, A, = 1.2). The relocation rate is
influenced by Season-4 (A_ = 3191), Time period (A_
= 618), Sex (A_ = 129), management-trapping status
(Mgt, A_ = 46), white bark pine crop size (WBP-1, A_
= 22), and Age-2 (A_ = 0.9). It is not influenced by
Age-1 (A, = 0.8) or Age-3 (A, = 1.9). The sighting
probability is influenced by Season-2 (A_ = 71), Age-3
(A_ = 10), management-trapping status (Mgt, A_ =
6.0), Sex (A_ = 3.2), and Time period (A_ = 2.7), but
not by whitebark pine crop size (WBP-1, A, = 1.9),
Age-1 (A, = 1.8), or Age-2 (A, = 1.0). The cub sight-
ing probability is influenced by management-trapping
status (Mgt, A_ = 9.2), Time period (A_ = 1.0), and
Season-2 (A_ = 0.1), but not by whitebark pine crop
size (WBP-1, A, = 1.6).

Estimate of A.—The generalized Leslie matrices for
mast and nonmast years are given in Table 4. We denote
the lead eigenvalues of these two matrices by A, and
Ax, respectively. The population declines 5% in white-
bark pine nonmast years (Ay = 0.95 * 0.04 [mean *
1 SE]) and increases 7% in mast years (RM = 1.07 =
0.04). Accounting for the 11 mast and 10 nonmast years
between 1975 and 1995, X = R(?PAY?! = 1.01 + 0.04.
For the 1975-1983 and 1984—-1995 intervals (four mast
and five nonmast; seven mast and five nonmast, re-
spectively), we find A = 1.00 and 1.02, respectively.

Sources of uncertainty and error in A.—The standard
error of A (see Appendix C) quantifies uncertainty aris-
ing from sampling error. Because a Gaussian distri-
bution with mean 1.01 and standard deviation of 0.04
has ~40% of its probability mass below 1.00, there is
an approximate 40% probability that the number of
Yellowstone grizzlies has declined from 1975 to 1995,
and, conversely, a 60% chance that the population in-
creased over this time.

In a few cases, we were unable to distinguish be-
tween collar loss and death (Appendix A). The model
in Table 3 assumes that they were all collar drops; when
we instead assume they were all deaths, we obtain A
= 1.00. When we assume that management-trapped
sows produce all non-management-trapped cubs, we
obtain A = 1.04. Finally, we estimated N under the
assumption that collar drops and deaths whose exact
time of occurrence was unknown occurred at either the
first conceivable date of collar drop or death \ = 1.01),
or the last (\ = 1.04; Appendix A). By contast, the
model in Table 3 effectively, although implicity, esti-
mates the exact time of collar drop or death when it is
not known exactly. Although, in our view, these models
are all less defensible than our best model, there is
scope for different interpretations of the available data.

We computed A for each of the nine models obtained
by deleting a single significant independent variable
from one of the demographic dependent variables (d,
h, a,, a,, as; see Table 3). (One cannot remove Age-1
from d; see Appendix B.) The average A for these nine
models was 1.01. The sample standard deviation among
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TABLE 4. Generalized Leslie matrices for females in mast and nonmast years.}
0 0 0 0.35 0.37 0 0 0 0 0o
0.60 0 0 0 0 0 0 0 0 0
0 0.77 0 0 0 0 0 0 0 0
0 0 0.77 0 0 0 0 0 0 0
Lionmast = 0 0 0 0.77 0.80 0 0 0 0 0
0 0 0 0.04 0.04 0 0 0 0.35 0.35
0.19 0 0 0 0 0.68 0 0 0 0
0 0.09 0 0 0 0 0.76 0 0 0
0 0 0.09 0 0 0 0 0.76 0 0
K 0 0 0.02 0.02 0 0 0 0.76 0.76 |
0 0 0 0.40 0.41 0 0 0 0 0o
0.78 0 0 0 0 0 0 0 0 0
0 0.87 0 0 0 0 0 0 0 0
0 0 0.87 0 0 0 0 0 0 0
Lo = 0 0 0 0.87 0.89 0 0 0 0 0
0 0 0 0.02 0.01 0 0 0 0.39 0.39
0.10 0 0 0 0 0.79 0 0 0 0
0 0.04 0 0 0 0 0.84 0 0 0
0 0 0.04 0 0 0 0 0.84 0 0
LO 0 0 0.04 0.03 0 0 0 0.84 0.84 |

1 The population vector has 10 elements. The first five correspond to non-management-trapped individuals aged O, 1, 2,
3, and =4, respectively. The second five describe the management-trapped subpopulation.

these nine models was SEy,, = 0.02. Repeating this
procedure on the sampling dependent variables (c, 7,
and g, but not s, because the demographic parameters
we estimate are completely independent of it), we find
that the average A of these 12 models is 1.01, with a
sample standard deviation of SEys, = 0.004.

DISCUSSION

We conclude that, within the limits of uncertainty
implied by the available data, the size of the Yellow-
stone grizzly bear population changed little from 1975
to 1995. The population probably increased in white-
bark pine crop mast years and declined in years when
this crop failed.

Uncertainty.—We used three methods to measure
uncertainty. Here, SE measures the expected error, be-
cause our results are based on a finite sample of bears.
Our estimated SE of 0.04 corresponds to a confidence
interval for A extending from 0.93 (7% per annum de-
cline) to 1.09 (9% per annum increase). The alternative
models obtained by changing various assumptions pro-
duced A values ranging from 1.00 to 1.04, suggesting
that these assumptions were relatively less important
than sampling error. Finally, the null model of random
sampling from the space of all conceivable independent
variables suggests that future analyses that modify the
independent variables assumed to affect the demo-
graphic variables may significantly change X(SEQ(A) =
0.02), whereas modifying independent variables af-
fecting the sampling variables may be less important
to )A\(SEQO;) = 0.004). Overall, there is large uncertainty.
Thus, although our best estimate is of a slightly ex-
panding population from 1975 to 1995, there is a sub-
stantial probability that the population actually de-
clined over this time interval. In the face of this un-

certainty, there is every reason to implement a cautious
management strategy.

What does A represent?—The A that we estimate is
best viewed as a retrospective summary of changes in
the Yellowstone grizzly bear population size from 1975
to 1995. The demographic data from radiotelemetered
bears that we use to estimate the demographic param-
eters in Table 3 encompass the period 1975-1992.
However, in estimating X, we use the frequency of mast
and nonmast years in the entire 1975-1995 period. We
have not analyzed any radiotelemetry data from 1993
to 1995; they are not currently in the public domain.
Based on the whitebark pine crop failures in these three
years (Knight and Blanchard 1995), we predict that
future analyses will show an overall 14% reduction in
grizzly population size over this 3-yr period. We do
know that there were many grizzly bear deaths from
1993 to 1995 (H. Pac, Montana Department of Fish,
Wildlife, and Parks, Bozeman, Montana, personal com-
munication).

Our analysis is useful for making predictions about
how this population will behave in the future. However,
it would be naive simply to extrapolate our X into the
future. This would involve assuming that current en-
vironmental conditions will not change, an assumption
that is contrary to the widely predicted future increases
of the number of humans in Yellowstone, and to the
predicted future impact of global warming. Somewhat
less simplistically, one could base future management
on both the estimate of A itself and its confidence in-
terval, thereby providing future management with an
appropriate margin of error. The approach we advocate
is even more subtle. In planning future management,
we advocate using our model to identify independent
variables having a crucial effect on grizzly bear vital
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TABLE 5. Comparison of our results to those of Eberhardt et al. (1994), Eberhardt (1995), and Boyce (1995).

Amount that our A changes from:
Eberhardt et al. Eberhardt (1995)

Change in our analysis (1994) and Boyce (1995)

Mortality rate bias +0.07 =7
Pool mortality rates of non-management-trapped and management-trapped bears —0.05 =
Assume non-management-trapped bears never become management-trapped +0.08 +0.08
Assume no effect of season on mortality —0.02 —0.02
Assume no effect of whitebark pine crop size on mortality +0.01 +0.01
Fecundity bias —0.02 -0.02
Cub mortality rate bias +0.00 +0.00
Use 1983-1994 data = +0.01
First reproduction at age 5 yr —0.02 =
Total differences +0.05 +0.06
Our A + differences accounted for 1.06 1.07
Their A 1.05 1.05

t The equality sign indicates that our analysis and theirs were equivalent in this respect.

rates, and then to develop an understanding of future
trends in the value of these independent variables.

Comparing Yellowstone grizzly bear studies

Comparison of X to direct estimates of population
size.—One can estimate the finite rate of increase either
as fecundity minus mortality (as we have done, albeit
with some elaborations), or by directly counting or es-
timating the number of individuals alive at two or more
points in time. Although there is much uncertainty as-
sociated with all direct estimates of the size of Yel-
lowstone’s grizzly bear population, the available stud-
ies are broadly consistent with a population that has
varied little in size over the period of our study. Studies
published in the early 1980s (Blanchard and Knight
1980, Roop 1980, McCullough 1981) and in the mid-
1990s (Mattson et al. 1995, Eberhardt and Knight 1996)
are remarkably consistent in estimating that, at the time
each estimate was made, there were, most likely, 300
350 bears. An estimate of ~200 bears made by Craig-
head et al. (1974) has been criticized (Cowan et al.
1974, McCullough 1981) because it assumes that the
population contains few backcountry bears (non-man-
agement-trapped or wary bears, in our terminology).

The dramatic increases in Yellowstone grizzly bear
numbers over the last two decades implied by the val-
ues of A estimated by Eberhardt et al. (1994), Eberhardt
(1995), and Boyce (1995) appear to us to be broadly
inconsistent with direct estimates of population size
made over this period. Starting with X = 1.05 estimated
by Eberhardt et al. (1994) for 1975-1992, if we assume
a population size of 300 bears in 1975, we predict a
population of 300 X 1.05'® = 720 bears in 1992. Sim-
ilarly, starting with A = 1.05 estimated by Eberhardt
(1995) and Boyce (1995) for 1983-1994, if we assume
a population of 300 grizzlies in 1983, we predict a
population of 540 in 1994. Even assuming a 1975 pop-
ulation of 200, the A of 1.05 estimated by Eberhardt et
al. (1994) implies a 1992 population of 460. Starting
with our A = 1.01 for 1975-1995, and assuming a

population of 300 bears in 1975, we predict a 1995
population of 370 bears. Ideally, one would undertake
amore precise comparison of these studies, for example
by comparing confidence intervals. However, this is
difficult because of the nonstandard and biased meth-
ods used to directly estimate numbers of Yellowstone
bears (Craighead et al. 1995, Mattson 1997a, 1998),
and because the different direct estimates that we have
cited were often obtained using divergent methods.

Why is our A different from theirs?—To compare
predictions obtained by different researchers who an-
alyzed essentially the same data, it is wholly inadequate
to rely on the confidence interval. Using data from 1975
to 1992, Eberhardt et al. (1994) estimate A = 1.05.
Using data primarily, but not solely, from 1983 to 1994,
Eberhardt (1995) and Boyce (1995) also estimate A=
1.05. The differences between their results and ours are
real, even though their estimate falls within our 95%
c1 (0.93, 1.09). There is no issue of statistical signif-
icance. Our confidence interval quantifies the amount
that we would expect our A to change if we were to
gather data from an entirely different sample of 202
Yellowstone grizzly bears and were to analyze these
new data using exactly the methods that we employ
here. Importantly, Eberhardt et al. (1994), Eberhardt
(1995), and Boyce (1995) had essentially (although not
always exactly) the same data available as we had. They
got a different answer because they used a different
method of analysis.

Previous analyses of these data account fully for sex
and age, partially for management-trapping status, and
not at all for season or whitebark pine seed crop size
(Cowan et al. 1974, Craighead et al. 1974, Shaffer
1978, Knight and Eberhardt 1985, Eberhardt et al.
1994, Boyce 1995, Eberhardt 1995). In every signifi-
cant respect, the analyses of Eberhardt et al. (1994),
Eberhardt (1995), and Boyce (1995) are subsumed as
special cases of ours (Table 5). Surprisingly, the ex-
panded set of independent variables that we investi-
gated, while explaining some differences between our
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TABLE 6. Predicted fraction of population in various age,
sex, and management-trapping classes.

Age class Females Males Both sexes

Non-management-trapped

Cubs 0.03 0.03 0.07

Subadults 0.05 0.04 0.10

Adults 0.08 0.03 0.11

All age classes 0.16 0.11 0.2
Management-trapped

Cubs 0.09 0.09 0.18

Subadults 0.18 0.11 0.29

Adults 0.20 0.05 0.25

All age classes 0.47 0.26 0.73

analysis and others, is not the primary source of dif-
ferences.

We identified several specific ways in which their
method of analysis differs from ours (see Table 5). We
then changed our analysis so that it corresponded to
the methods they used, and recomputed our A under
their assumption. In this way, we dissected out, one at
a time, the reasons their results differ from ours, and
the impact of each difference on our . The A of Eber-
hardt et al. (1994) is higher than ours primarily because
of the mortality bias discussed previously (inflating the
denominator of the mortality estimator with uncollared
bears; Hovey and McLellan 1996). Eberhardt (1995)
and Boyce (1995) corrected this mortality bias, and
recognized the existence of non-management-trapped
and management-trapped subpopulations. Although
their analysis recognizes that non-management-trapped
bears have lower mortality rates than management-
trapped bears, their A is based primarily on the fecun-
dity and mortality of the non-management-trapped sub-
population. This is tantamount to assuming that no non-
management-trapped bear ever becomes management-
trapped (or that there is no flow from the source to the
sink), and it causes their A to be biased high. However,
it should be noted that they define the non-manage-
ment-trapped subpopulation somewhat differently than
we do, as those bears whose first trapping was not for
management purposes. Their estimates of non-man-
agement-trapped mortality include mortality that oc-
curs after a member of this subpopulation becomes
management-trapped.

What fraction of this population is management-
trapped ?—Our analysis predicted that 73% of the pop-
ulation is management-trapped (Table 6); however, we
believe that it overpredicted this percentage. By our
definition and assumptions, the management-trapped
subpopulation includes both management-trapped
bears and the offspring of female management-trapped
bears. Non-management-trapped bears are found pri-
marily in the backcountry (Mattson et al. 1992) and
many use army cutworm moth (Euxoa auxiliaris) ag-
gregation sites on the Shoshone National Forest as an
important backcountry food source (Mattson et al.
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19914, French et al. 1994). The amount of backcountry
habitat available in the Yellowstone ecosystem and the
number of bears seen at moth sites on the Shoshone
National Forest suggest to us that <73% of this pop-
ulation is non-management-trapped. Potential expla-
nations for this discrepancy include the following
points. (1) Our assumption that management-trapped
bears never become non-management-trapped is in-
correct. (2) Our assumption that management-trapped
bears always produce management-trapped offspring is
incorrect. (3) We have overestimated the mortality rate
of the non-management trapped subpopulation. (4) We
have overestimated the rate at which non-management-
trapped bears become management-trapped.

Although both (1) and (2) seem unlikely to us, given
the available data and ease with which grizzly bears
learn about new food resources (Meagher and Fowler
1989, Mattson et al. 1991a, b), they may be true to
some small extent. Possibilities (3) and (4) are more
plausible; they would arise if some of the non-man-
agement-trapped bears in our analysis already had some
of the behavioral characteristics and associated mor-
tality risks of management-trapped bears.

Behavioral demography

Our analysis builds on previous research showing
that grizzly bears rapidly alter their behavior in re-
sponse to humans, and that humans are the primary
source of grizzly bear mortality (Jope 1985, Craighead
et al. 1988, Knight et al. 1988a, McLellan and Shack-
leton 1988, 1989, Gilbert 1989, Dalle-Molle and Van
Horn 1989, Meagher and Fowler 1989, Mattson 1990,
Mattson et al. 1992, 1996a, b, Gunther 1994, Mattson
1998). For a demographic analysis to adequately ac-
count for heterogeneity in mortality risk among bears,
it must categorize the behavior of each grizzly bear
toward humans, and determine how mortality risk var-
ies across behavioral categories.

Ideally, we would have directly and objectively mea-
sured the behavior of all bears in our data set. However,
the only available records of directly observed grizzly
bear behavior are highly anecdotal, and many of the
bears in question are now dead. Moreover, bear be-
havior is notoriously idiosyncratic, depending on the
prompts and environmental circumstances to which be-
havior is manifested (Herrero 1985, Gilbert 1989). Fi-
nally, we define grizzly behavior toward humans broad-
ly, to encompass not only grizzly behavior in direct
human-grizzly encounters, but also grizzly behavioral
responses to roads, developments, garbage dumps, and
other human features of the landscape. For these rea-
sons, the independent variables that we employ to
quantify grizzly bear behavior are all proxies for actual
bear behavior.

Interpreting management-trapping status.—In inter-
preting our results, we consider the bears that have
never been management-trapped to be wary and the
management-trapped bears to be conditioned to hu-
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mans. However, this proposition, although amply sup-
ported, is above and beyond what one needs to accept
our estimate of A. The A that we present is based on
the differences in mortality rates of bears according to
management-trapping status, on our estimate of the rate
at which bears never before management-trapped are
management-trapped for the first time, and on our es-
timate of the effects of other independent variables on
grizzly bear vital rates.

We know of no evidence supporting the idea that
trapping grizzly bears causes them to become condi-
tioned to humans. Rather, the available evidence sug-
gests that soon after a bear becomes human-condi-
tioned, it does something to precipitate a management
response. Examples include raiding a campground, kill-
ing livestock, or foraging too close to a development.
In this way, management-trapping is potentially one of
the first unambiguous manifestations of conditioning
to humans (Herrero 1985, Meagher and Fowler 1989),
and thereby provides an objective record of a bear los-
ing its fear of humans. This justifies our view of man-
agement-trapping status as a proxy for underlying be-
havioral variables, although this is best construed as a
hypothesis warranting testing, rather than a firm con-
clusion.

There are data from Yellowstone that are useful for
testing the proposition that management-trapped bears
are conditioned to humans. Prior to and independent
of our decision to use management-trapping as a proxy
for conditioning to humans, D. J. Mattson twice clas-
sified the radio-collared bears in our data set as either
wary or conditioned to humans, based on a number of
subjective and objective criteria. The first classification
was done with input from two members of the Inter-
agency Grizzly Bear Study Team, and the second was
done by D. J. Mattson alone, two years later, without
reference to the first. We eventually discarded these
classifications, because they implicitly assume that no
bear’s status changes during its lifetime, making it im-
possible to compute the rate at which wary bears be-
come conditioned. The final classification of each
bear’s behavior using management-trapping status is
correlated with D. J. Mattson’s first (r = 0.60, SE =
0.05) and second (r = 0.72, S = 0.05) prior classi-
fications.

How sex, age, etc., measure behavior.—Similarly,
we consider sex, age, season, and whitebark pine crop
size to be proxies for grizzly bear behavioral patterns
associated with different mortality risks. Whitebark
pine is a critical fall grizzly bear food in the Yellow-
stone ecosystem (Mattson et al. 1991b). Grizzly bears
do not starve to death when the whitebark pine crop
fails. Instead, they change their behavior. Rather than
foraging in the high-elevation whitebark pine stands
where humans are sparse, they forage at lower eleva-
tions, where humans are more common. This behav-
ioral shift directly increases grizzly bear mortality
(Mattson et al. 1992), as well as increasing mortality
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via a second, more delayed and insidious, pathway. The
increased contact of humans and bears increases the
number of human-conditioned bears in the ecosystem.
These newly human-conditioned grizzly bears are then
subject to a higher mortality rate in all future years,
including mast years (Meagher and Fowler 1989).

Among Yellowstone’s grizzly bears, ungulate carcass
scavenging is heaviest in the spring, fish and root use
are heaviest in the summer, and whitebark pine seed
use is heaviest in the late summer and autumn (Mattson
et al. 1991b). These food resources are found at specific
locations, with associated, predictable opportunities for
interactions with humans. The impetus to feed, along
with potential willingness to tolerate nearness of hu-
mans, also varies with season, peaking in August to
October (Mattson 1990, 1997b, Mattson et al. 1991b).
In this way, the large effect of season on the mortality
and management-trapping rates is likely to be a proxy
for the different behaviors inherent in exploiting food
resources available at different times of the year and
for the underlying physiological changes.

The behavior of Yellowstone’s grizzly bears also var-
ies with sex and age, in ways likely to affect risk of
mortality. For example, adult males are more mobile
(Blanchard and Knight 1991), eat more ungulate meat
(Mattson 1997¢), and account for more predation on
livestock (Mattson 1990) compared to other sex and
age classes. They are also less likely to be conditioned
to humans and more likely to use backcountry areas
(Mattson et al. 1992). Unlike females, males <4 yr old
tend to disperse to areas outside their natal ranges
(Blanchard and Knight 1991). Thus, young males are
predisposed to conflict with humans because they are
mobile, use unfamiliar areas, and are often conditioned
to humans, especially in contrast to adult males. Con-
veresely, adult males precipitate disproportional con-
flict with humans where they prey on livestock.

Demography and behavior in general.—Those re-
searchers wishing to combine behavior and demogra-
phy have perhaps been stymied by the difficulty of
objectively measuring behavioral determinants of fe-
cundity and mortality. Common independent variables
employed by demographic analyses, such as sex and
age, may often be proxies for underlying behavioral
variables. Inasmuch as animals are distinguished from
the nonliving world by their ability to reproduce and
learn, it is sensible that demography and behavior
should play a central role in ecological theory.

Yellowstone grizzly bear management

Past management.—If our main conclusion that the
Yellowstone grizzly bear population has changed little
in size over the last two decades is correct, how can
one account for the major grizzly bear management
initiatives, such as dump closures and other sanitation
of human facilities, that were implemented over this
period and that are widely regarded as successful (cf.
Gunther 1994)? Almost all grizzlies that die in the Yel-
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lowstone ecosystem are killed by humans (Mattson et
al. 19964, Mattson 1998), and the last two decades have
seen increasing numbers of people living and recreating
in good grizzly bear habitat, aided by increases in road
and trail access (Clark and Minta 1994). We conjecture
that there have, in fact, been real improvements in griz-
zly bear management over the last two decades. How-
ever, although these have successfully negated grizzly
losses from an increasing number of humans in the
ecosystem, they have not produced any substantial net
improvement in the grizzly bear population’s status
(Mattson 1998).

We agree with Eberhardt (1995) that the 1983-1992
period was favorable for grizzly bears in Yellowstone.
He compares population growth rates for the pre- vs.
post-1983 time periods, and suggests that grizzly bear
management was improved during 1983-1992 as com-
pared to 1975-1982. Our analysis suggests the alter-
native explanation that the favorable period was due
to large whitebark pine seed crops. Whitebark pine
mast years were more common from 1983 to 1992 (70%

mast years; A = 1.077190.95%10 = 1.03) than they were
from 1975 to 1982 (50% mast years; A = 1.07480.95%8
= 1.01). We find no effect of time period (before or
after 1983) on the rates of mortality or management-
trapping, but do find a strong effect of whitebark pine
seed crop size (Table 3). This suggests that grizzly
mortality is determined by whitebark pine seed crop
size.

Future management problems: whitebark pine and
people.—Whitebark pine is at considerable risk of ma-
jor declines within the next 100 yr. White pine blister
rust (Cronartium ribicola), an introduced pathogen, has
already devastated many whitebark pine stands in the
northwestern United States, and is present in the Yel-
lowstone area (Kendall 1995). In addition, if as ex-
pected, whitebark pine responds to global warming by
shifting its range to higher elevations, geometrically
diminishing habitat area will be available to it, given
the acutely convex mountains in the Yellowstone eco-
system (Romme and Turner 1991). Although long-term
abundance of this shade-intolerant species may also be
threatened by widespread fire suppression on public
and private lands (Keane et al. 1990), paradoxically,
stand-replacement fires may have a near-term detri-
mental effect on bears. Even though whitebark pine
may re-establish on sites burned by fires, such as those
in Yellowstone during 1988, production of a substantial
number of cones is not expected for a century (Mattson
and Reinhart 1994).

The level of human activity, especially in habitat
attractive to bears, is of great consequence to grizzly
bear conservation (Mattson et al. 1996b). Numbers and
activity of humans in the Yellowstone ecosystem con-
tinue to increase (Clark and Minta 1994), creating more
opportunities for grizzly bears to become conditioned
to humans. In the 1970s and early 1980s, grizzly bear
management emphasized closing garbage dumps and
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otherwise preventing bears from foraging on human
foods (Meagher and Phillips 1983, Gunther 1994). Im-
portantly, it appears to us that the easy management
gains have already been taken. Dump closures appear
to have produced greater gain per unit cost and en-
countered less political resistance than management
options contemplated and employed more recently.

The critical distinction involves contrasting the lo-
calized, well-defined nature of dumps with more spa-
tially diffuse human activities and features of National
Forests, such as hunting, roads, and livestock grazing
(Orme and Williams 1986). Because dumps occur at a
relatively few discrete locations, they are compara-
tively easy to attack with management. By contrast,
hunters, roads, and livestock are spread thin. As such,
management of these activities will predictably be
much more costly to implement and enforce. Morover,
when a dump is closed, there is relatively minor impact
on recreational and commodity uses of public lands.
By contrast, some diffuse management options, such
as closing roads or restricting hunting, although fa-
vorably affecting grizzly bear survival, are also likely
to have major impacts on traditionally important human
uses of public lands. These difficulties compound the
challenges presented by an increasing number of hu-
mans in the ecosystem (Mattson et al. 1996qa, b), and
suggest that it would be simplistic to assume that past
management gains or holding actions can be extrapo-
lated into the future.

The threats posed by diminishing whitebark pine and
increasing numbers of people are inconsistent with an
optimistic long-term prognosis for the Yellowstone
grizzly bear population. Even a partial presentation of
the positive management changes that might be taken
in response is beyond the scope of the present paper
(Mattson et al. 1996b). Simply identifying whitebark
pine seed crop size and conditioning to humans as cen-
tral demographic variables is itself a step forward, as
this conclusion could be impetus for the reallocation
of scarce management dollars toward more productive
ends, and for the adoption of a more precautionary
management approach.
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APPENDIX A
THE RAw DATA

The Individual Grizzly Bear Histories data set lists all dates
on which each bear was trapped and fitted with a radio collar
and all dates on which each bear’s collar was dropped or
became inactive. In a number of instances clearly identified
in the raw data, a bear was trapped and re-collared after
having dropped a previous radio collar. It also lists each bear’s
sex and age when first trapped and the date of any mortality
of a radio-collared bear.

Each Flight Report records a single aerial overflight taken
to relocate radio-collared grizzly bears. It lists the date of
the aerial overflight, those radio-collared bears that were
relocated only via their radio signal, and those that were
seen by a human observer. The Flight Reports also give the
age and number of cubs, yearlings, and 2-yr-olds seen by
the human observer whenever a radio-collared sexually ma-
ture female was seen. Except for rare occasions, the cubs
accompanying radio-collared females were not themselves
radio-collared, so our only knowledge of them comes from
visual observations. Our analysis relies on 1181 Flight Re-
ports, consisting of >8791 aerial relocations of radio-col-
lared grizzly bears.

The Annual Reports of the Interagency Grizzly Bear Study
Team (Knight et al. 1976, 1977, 1978, 1980, 1981, 1982,
1985, 1986, 1987, 1988h, 1989, 1990, 1991, 1992, 1993,
Knight and Blanchard 1983) list all bears trapped and radio-
collared each year, the date and location of each trapping,
and the date and location of all grizzly bear deaths recorded
in the Yellowstone ecosystem each year. They also record
whether each trapping was for management or research pur-
poses.

The Grizzly Bear Mortalities data set (Craighead et al.
1988) lists all grizzly bear deaths in the Yellowstone eco-
system between 1959 and 1988; a date for each mortality is
given.

The Individual Grizzly Bear Histories and Flight Reports

databases have been placed in the public domain in response
to requests made under the U.S. Freedom of Information Act.

When we compared the electronic and hard copies of the
Flight Reports, both obtained from the Interagency Grizzly
Bear Study Team, we found numerous descrepancies. We took
the hard copy Flight Reports as being correct.

The major problems that we encountered while summa-
rizing the raw data, and our procedures for resolving them,
are as follows. (1) Although the dates of all management-
trapping events and relocations were known exactly, we
could delimit the dates of most collar drops and of many
deaths only to a time interval that started on the last date
on which the bear was definitely alive with an active radio
collar and ended on the last conceivable date of death or
collar drop. We used several methods to fix the end date:
for most of the study period, the radio collars that were used
emitted two discrete frequencies, depending on whether the
collar was moving (‘‘active mode’’) or not (‘‘mortality
mode’’); when possible, we took the end date as the date
when the collar was first relocated in mortality mode. When
the evidence that a collar drop or death had occurred con-
sisted of a series of relocations from nearly the same spatial
location, we took the first date of such a sequence as the
end date. In some cases, the data showed that a collar drop
or death had definitely occurred, but were insufficient for
determining the end date; in this circumstance, we took the
end date as 31 December 1992, because the raw data that
we analyzed extended only until then. When a collar drop
or death could only be determined to within a time interval,
our summary files simply give the two dates bounding it,
and the likelihood function accounts for this ambiguity. (2)
In 15 cases (3% of all deaths and collar drops), the raw data
were insufficient to distinguish between collar drop and bear
death. We believe that most such cases were actually collar
drops, but estimate model parameters under the assumption
that they were all collar drops and that they were all deaths.
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(3) There were some inconsistencies among the raw data
sets regarding the date of death of some bears, evidently
because these data did not always carefully distinguish
among the actual date of death, the date when a death first
became known to humans, the last date a bear was known
with certainty to be alive with an active radio collar, and
the last date that the bear could conceivably have been alive
with an active radio collar. We either determined the correct
date of actual death or a time interval containing the date
of death. (4) Some Flight Reports state that ‘‘young’ or
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“‘cubs’’ were seen, terms that are ambiguous as to the num-
ber and/or age of the offspring present. We omitted such
ambiguous records from the fecundity calculations. (5) The
Flight Reports misreported the age of offspring accompa-
nying sows 6% of the time. This problem usually arose
because some ‘‘cubs’ identified on the Flight Report were
actually yearlings or 2-yr-olds, presumably because ‘‘cub”’
was sometimes used as a generic term to denote offspring.
We identified and corrected such problems by looking at the
entire multiyear sequence of relocations of each mother and
her offspring.

APPENDIX B
MAXIMUM LIKELIHOOD PARAMETER ESTIMATION

Model probabilities and instantaneous rates.—The inde-
pendent variables modify each dependent variable accord-
ing to

w = exp

! M;
k, + 21 B 2 meai,‘
i= j=1

where w represents one of the dependent variables (d, 4, a,,
a,, as, ¢, 1, s, or g), I is the number of independent variables
(12 in our case; see Table 2), and M, + 1 is the number of
states of the ith independent variable. The Kronecker deltas,
d;, describe the actual data; 3, is 1 if the ith independent
variable is in state j; otherwise, it is 0. If, under the model
being estimated, the ith independent variable contributes to
dependent variable w, B, is I; if not, it is 0. (In essence, we
use the AIC procedure to determine which 3, are 0, and which
are 1.) Thus, one specifies a particular model by stating, for
each dependent variable, whether each B, is 0 or 1. All in-
dependent variables that we consider are categorical and are
numbered starting with state 0, using consecutive integers.

Once we specify a model, we desire to estimate the &, and
the v,;. When all independent variables are in ground state
(i.e., state 0), w = exp(k,). The parameters v,; quantify the
extent to which this baseline value is modified when the ith
independent variable is in state j, where j > 1. Note that there
are no v, terms; if an independent variable is in state O, there
is no modification term. Terms of the form exp(k,) and
exp(v,;) combine multiplicatively to determine the overall
probability or rate (Table 2). We thus assume that hazards act
proportionally (Cox and Oakes 1984).

Given a model specified by the B,,, given assumed or es-
timated values of k,. and the v, ;, and given the actual data as
specified by the values of 3, one can determine the numerical
value of any dependent variable.

Data interpreted as transitions.—On each date, each bear
in the data set can be assigned a four-tuple, o = (0, 05, 03,
o,); o, is 0 if the bear is alive and 1 if it is dead; o, is O if
the bear has an active radio collar and 1 otherwise; o is 0
if the bear has never been management-trapped and 1 if it
has been; o, counts the number of times the bear has been
relocated, and can be any non-negative integer. Similarly, on
each date that each sexually mature female with an active
radio collar is sighted, we assign her a scaler, w, which records
the number of cubs seen accompanying her on this date.
Moreover, on each date, we also know the state of all inde-
pendent variables affecting a particular bear; for the sake of
a compact notation, we do not express this symbolically.

All of the available data can be summarized as either ‘““mor-
tality transitions’ or ‘‘fecundity transitions.”” A mortality tran-
sition describes the change in o observed for a particular radio-
collared bear between two dates. For example, a bear that had
never been management-trapped or collared, that was first col-
lared on 15 July 1976, was relocated on 22 July 1976, and that
died on 1 August 1976, would contribute two mortality tran-
sitions to the data. The values of o on 15 July, 22 July, and

1 August 1976 are (0, 0, 0, 0), (0, 0, 0, 1), and (1, O, O, 1),
respectively. The first transition extends from 15 to 22 July
1976 and consists of the first two four-tuples. The second tran-
sition extends from 22 July to 1 August 1976 and consists of
the second and third four-tuples. A fecundity transition de-
scribes the change in w for a particular radio-collared sexually
mature female between two dates. Consider, for example, a
radio-collared female that overwintered with an active collar,
was relocated and seen on 1 June with two cubs, and was
relocated and seen on 15 June with three cubs. This female
would contribute two fecundity transitions to the data. The first
extends from 15 April 1976 (the assumed date of den emer-
gence) to | June 1976, and would be associated with o = 2.
The second fecundity transition starts at 1 June and goes to 15
June, and is associated with w = 3. Mortality transitions of
bears with an active radio collar but no change of state con-
tribute to the data for the same reason that, in computing a
mortality rate, we must consider the numbers of bears moni-
tored that did not die, as well as those monitored that did die.
Similarly, if a female was seen on a particular date and no cubs
were observed, this fecundity transition contributes to the data.

For a given model specified by $,,; and assumed parameter
values specified by the k, and v, the formulas given next
can be used to obtain the numerical probability of each and
every mortality and fecundity transition in the actual data.
We then take the log of each of these probabilities and sum
the numbers so obtained to produce the log likelihood of a
particular model (recall that each particular model is specified
by setting the B,, values). This log likelihood is maximized
using the downhill simplex method (Nelder and Mead 1965,
Press et al. 1992).

Mortality transition probabilities.—We seek to derive for-
mulas that give the value of each mortality transistion, in
terms of the underlying rates and probabilities. The data pro-
vide the exact dates of all relocations and management-trap-
ping events, and the exact dates of some deaths and collar
drops. However, we do not know the exact date of some deaths
and collar drops; in these circumstances, we know only that
the death or collar drop occurred within a certain interval of
time. The likelihoods associated with these two circumstances
must be computed using different formulas.

Define P(o, t;| op, 1) as the likelihood that a radio-col-
lared bear with status o, on date #, survives to date z, with
no status transitions of any sort, and then undergoes a tran-
sition to status o at exactly .. Because each radio-collared
bear is subject to competing risks of death, collar drop, re-
location, and management-trapping,

Py, te| oy, 1) = exp(—[d + ¢ + r + hllt; — 1))
POy, 1|0y, 1) = Kp(0y = o)
X exp(—[d + ¢ + r+ hl[t, — t5])

where Ky(o,; = o) is d, ¢, h, r, or h + ¢, depending on
whether the transition involves a death, collar drop, manage-
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ment-trapping, relocation, or simultaneous management-trap-
ping and collar drop. It is understood that independent vari-
ables change state only on the cusp between transitions; this
can always be arranged by splitting a single transition into
two on any and all dates on which an independent variable
changes state.

When the exact date of death or collar drop is known only
to within a time interval, matters are more complicated. The
likelihood of a death occurring sometime between time 7, and
t;, and before any death, management-trapping, relocation or
collar drop is

J" dexp(—[d + h + r + cly) dy
{

d

“Tihirie r+c(1 —exp(—[d+ h+r+cllty — t5])).

To obtain the analogous formula that holds when the exact
date of a collar drop is known only to within a time interval,
substitute ¢ <> d. One final problem, dealt with in the next
paragraph, is that the dependent variables d, A, r, and c are
not constant over the time interval ¢, to t;; for example, these
dependent variables will, in general, change on the cusp be-
tween two states of a season-independent variable. To account
for this, we break the transition into several pieces and apply
the above integral separately to each part.

Define Q(o, t;| o5, 15) as the likelihood that a bear with
status o at date 75 undergoes transition to status oz sometime
before date t,, and before suffering any other transition. To
account for independent variables (Age, Season, Year, and
Whbp) that may change state within the interval (¢, ), we
divide it into N + 1 subintervals, such that the independent
variables change state only on the cusp between subintervals,
and are constant within each. Defining ., as the date of the
cusp between the j and j + 1 subintervals,

Q(oy, zEl O, 1g)

Wl Ky (og > op)
Qj B E

= &S T,

=1 i TG T

X (1 = exp(=[d; + ¢; + b + r]ltg,; = 1511 1)

where d, ¢;, h;, and r; denote the instantaneous mortality, collar
drop, management-trapping, and relocation rates, respective-
ly, on the subinterval (t4,,.,, t.,). We define Kp(o5 = o)
as d; when the transition involves a death, and as ¢; when the
transition involves a collar drop. S(t,;.,) is the probability
of no transition of any sort before date t,,; , computed it-
eratively as

S(tg) =1
S(tps) = S(’Bﬂ'vl)exp(_[dj + ¢+ h/ + g, — tB+j—|])

j= 1

Our analysis extends that of Bart and Robson (1982), who
assume that death occurred after a fixed portion of this time
interval had elapsed, and of White (1983), who assumes that
all collars fail at a fixed time after being put into use.

Fecundity transition probabilities.—Let the fecundity tran-
sition for which we wish to compute the likelihood start at
time 7, and end at time ¢, By the definition of a fecundity
transition, the adult female in question is not seen at all be-
tween tz and 7, (although she may be relocated, but not seen).
She is seen on date t,, accompanied by o cubs.

Define the vector a(zy) so that element a(tp) (0 = f = 3)
of it is the probability that f cubs are actually alive and ac-
companying a particular adult female at time #;. By assump-
tion, ap = 1 — a, — a, — a,. Define the vector a(t;| a(ty)) so
that element a,(t;|a(t)) of it is the probability that there are
actually f cubs alive and accompanying an adult female at
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time 7, conditioned on a(zg) cubs being alive and accompa-
nying her at time #, < t;. Under this formulation, the number
of cubs actually alive and accompanying a female at any
particular time is generally not known exactly, but is instead
given by a probability distribution. If cub deaths occur in-
dependently of one another,

3

af(tl-zla(zs)) = E a,(tp) (;)R(tea 1) [1 — R(tg, 1)1

0=f=3 (A1)

where

N+1
R(tg, 1p) = eXp<_ 2 diltg.; — g l]) (A.2)
=
is the probability of a cub surviving from #; to 7. It is un-
derstood that Eq. (A.2) divides the interval (1, tg) into N +
1 subintervals so that the independent variables are constant
over each subinterval and change states only at the cusps
between subintervals. This is necessary because certain in-
dependent variables, such as Season, may change state be-
tween t; and 7, also causing the cub mortality rate to change
its numerical value. With this definition, the cub mortality
rate within each subinterval is constant.

The data that we have to compute grizzly bear fecundity
do not consist of the actual number of cubs accompanying a
female on various dates, as can be computed from Equations
(A.1) and (A.2). Instead, we know only the number of cubs
observed with a female when she was herself seen. The actual
and observed numbers of cubs are not equivalent, because
not all cubs are seen when their mother is. To account for
this, let V, be the probability of observing w cubs at time 7,
conditioned on both the number of cubs actually alive and
accompanying her at time #,, as given by a(#;|a(t,)), and on
their mother being seen at time ;. For convenience, the no-
tation suppresses this conditioning:

(A3)

k=w

V, = Z ak(%l*‘(%))(f))?”“ — gre.

To apply Eq. A.3, start with the first fecundity transition
for a particular female in a particular year. For females that
overwinter with an active radio collar, this fecundity transi-
tion commences on 15 April. The calculation of the first fe-
cundity transition probability involves assuming, in Eq. A.3,
that ay(tg) = 1 — a, — a, — a;, a,(tg) = a,, a,(ty) = a,, and
a,(tg) = a,, for tz equal to 15 April, and where a,, a,, and a,
are model-dependent variables, to be estimated. Then use Eq.
A.3 to compute the probability of seeing the number of cubs
observed. This probability determines the contribution of the
first fecundity transition to the likelihood function.

Computing the probability associated with the second (and
subsequent) fecundity transitions, for a given sexually mature
female in a given year, involves applying the above equations
iteratively. To accomplish this, we need an estimate of the
number of cubs actually alive at time 7, at the end of the first
fecundity transition. Note that Eqs. A.1 and A.2 are inade-
quate, because they do not account for the fact that we ob-
served w cubs accompanying this female at ¢;. We denote the
estimate of the number of cubs actually alive and accompa-
nying a female at time 7, by a(z;), and estimate it as

aity) = 0 f<w (A4)
af(tlila(tB))((J:)gm(l —gf
a(tp) = v f=o. (A.5)

@

It is understood that a(z;), as specified by Eqs. A.4 and A.5, is
conditioned on a(z,) cubs being present at time 75, on no visual
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sightings of the female between 7, and ., and on w cubs being
observed with the female at time f.. To iterate these equations,
use the estimated value of a(z;) computed from Egs. A.4 and
A.5 as the new value of a(zy) in Eqs. A.1 and A.2.

Because the sex of uncollared cubs accompanying their
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collared mother is generally unknown, and because the un-
collared cub data contribute heavily to our estimate of cub
mortality, our analysis assumes that male and female cubs
have the same mortality rate. Consequently, we are forced to
always include Age-1 when estimating d.

APPENDIX C
GENERALIZED LESLIE MATRIX

Because there are five age classes within both the non-
management-trapped and management-trapped subpopula-
tions, the population vector has 10 elements. The generalized
Leslie matrix has the structure

0 0 0 fy, fi, 0 0 0 0 0
sy 0 0 0 0 0 0 0 0 0
0 s, 60 0 0 0 0 0 0 0
0 0 s5,, 0 0 0 0 0 0 0
0 0 0 s, s, O 0 0 0 0
0 0 0 fu fu 0.0 0 fin fon
S 0 0 0 0 su O 0 0 0
sy 0 0 s, 0 0 0
0 0 s, 0 0 0 0 s, 0 0

0 0 0 s s4 0 0 0 s3, S/

To reduce notation, we have suppressed the dependence of
the matrix elements on the whitebark pine independent vari-
able; there is one transition matrix for mast years and one
for nonmast years.

Letd,,, and h,,, denote the instantaneous mortality and man-
agement-trapping rates of an individual with age x, manage-
ment-trapping status y, and season z. It is understood that x
=0,...,or 4 (where x = 4 represents all ages =4), y = 0
or 1 (these states are consistent with those of Mgt), and z =
0, 1, or 2 (these states are consistent with those of Season-3).
Our transition matrix assumes that the population is censused
on 15 April, upon emergence from the den. The following
formulas are valid for x = 0, ..., 4:

So = exp(—toldo + hiol = tildr + Ayl

o
= bld + hel = Bldwo + Aol
— tyldiiio0 t Piioo])

= exp(—tydao — Hidy = Lduy — By — Ldi0)

s

xm

4 J-1 4
v = 20 exp(— 2 tldyo + h.\-ok])eXP<_ 2 tkdrlk)
=

k=0 k=t

Nl

By
—-d

£0j

d

x1j

- h\‘O_/

X (exp(_tj[d_\u,‘ + h,w/]) - CXP(—t,d.-U))
where t, = 15,1, = 92,1, = 92, t; = 61, and ¢, = 105.25 d.
By special definition, ds,, = d,,, and hs,, = d,,, in the first
and second equations. In the last equation, by special defi-
nition, dy3 = dyyo, hya = Py dya = dyiiyo for x < 4, dyy =

diyor Py = Moiryo fOr X <4, By = hyy, exp(=3g) tild g +
hod) = 1, and exp(—2}_s t,d,y) = 1.

The cub mortality rates that we estimated from the fecun-
dity transition data are conditioned on the survival of the
cub’s mother. Because few cubs in the dataset are themselves
radio-collared, the fecundity transition data weigh heavily in
determining how to interpret the cub mortality rate that we
estimate. Because it is thought that cub death is probable
whenever the mother dies before 1 July (Craighead et al.
1988), we set the overall instantaneous cub mortality rate
between 15 April and I July as being equal to the sum of the
cub and adult female instantaneous mortality rates.

Only adults that survive an entire year from the census date
are able to reproduce, and some individuals reproduce on their
fourth birthday; thus,

fw = 0.5(a, + 2a, + 3a,)s,,

and an analogous formula holds for f,,,.

The upper right submatrix of this matrix is all zeros. Con-
sequently, the finite rate of increase, A, is determined by the
largest of the lead eigenvalues associated with the upper left
(non-mangement-trapped) and lower right (management-
trapped) 5 X 5 submatrices. For our best model, A is deter-
mined by the non-management-trapped subpopulation lead
eigenvalue, because, in our case, it is always larger than the
management-trapped subpopulation lead eigenvalue. There is
no guarantee that this will always be true, however; the s,,
terms must account for both mortality and management-trap-
ping losses, whereas the s,,, terms need only account for mor-
tality losses.

We compute the standard errors of the parameter estimates
reported in Table 3 from the curvature of the likelihood func-
tion at its maximum (Stuart and Ord 1991: Eq. 18.64):

92In L(®)
O)=-1/—""
var{®} / 00?

x=3,4

0=6

where L is the likelihood function, the vector @ contains all
of the parameter values of the best model in Table 3, and
0, is the ith element of this vector. In applying this formula,
we computed the second partial derivative numerically. Note
also that our approach assumes that the covariance terms in
the obvious generalization of this equation are 0.

We estimated the standard error of A using the standard
errors of the underlying demographic parameters (Stuart and
Ord 1987: Eq. 10.12):

Y [ab]?
b(@)} = — ®
var(b(@)) = 3, 20| varie)
where b can be taken as A when computing its SE, or as exp
as in Table 3 when computing the Sg of terms of the form
exp(k,) and exp(v,;). Once again, we computed the partial
derivatives numerically.



